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Abstract

Studies of organometallic chemistry in the gas phase can provide substantial quantitative information regarding the inter-
actions of transition metals with a wide variety of covalently and noncovalently bound ligands. In this review, the technique
of guided ion beam tandem mass spectrometry for the measurement of thermodynamic information is highlighted. Periodic
trends in covalent bonds between first, second, and a few third row transition metals and small ligands are discussed. Periodic
trends in covalent versus noncovalent metal ligand bonds are compared and fluctuations in sequential noncovalent bonds
(solvation) as a function of different metals are reviewed. In all cases, electronic effects that can be used to understand the
various trends are elucidated. Finally, recent results for ligands covalently bound to metal clusters are reviewed.
© 2003 Elsevier Science B.V. All rights reserved.
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1. Introduction

Stable 18-electron complexes are the starting
materials in organometallic reactions and homoge-
neous catalysis, but the key reactive intermediates
are coordinatively unsaturated transition metal–ligand
complexes that have an open site of reactivity on the
metal center formed by loss of one or more ligands
from the stable reagent. These unsaturated interme-
diates are good catalysts precisely because they are
reactive, but this also makes them transient and dif-
ficult to study. Therefore, little is known about the
thermodynamics of such reactive species, even though
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such information would enable predictions of the fea-
sibility of desired reaction schemes. Likewise, the key
intermediates in heterogeneous catalysis are molecular
fragments bound to the surface. Although techniques
are readily available to measure bond energies of intact
molecules (e.g., CO, NH3, C2H4) and atoms bound
to surfaces, data for molecular fragments bound to
surfaces is nearly absent. Although gas-phase chem-
istry cannot possibly characterize the bond energies
of all ligands with all metals, metal complexes, and
metal surfaces, it can provide a quantitative measure
of the strength of typical interactions and the effects
of adjoining ligands (including other metals) on these
interactions.

Among the techniques available for measuring ther-
modynamics of gas-phase species is guided ion beam
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mass spectrometry. This method examines reactions at
hyperthermal energies, thereby allowing endothermic
reactions to be studied. (The energy range accessible
in guided ion beam instruments extends from ener-
gies as low as thermal, 3kBT/2 (300 K) = 0.03 eV=
3 kJ mol−1, to hundreds of volts, 100 eV= 3kBT /2 at
750,000 K.) Analysis of the kinetic energy dependence
of such reactions permits a measurement of the energy
onset, which can be related to specific bond energies
made or broken in the reaction. We have applied this
methodology to a wide number of systems in order
to measure periodic trends in transition metal ligand
bond energies. Work on first row transition metals has
been reviewed previously[1–4], including a system-
atic reevaluation of all previous work in our labora-
tory by Armentrout and Kickel[4]. These data, along
with thermodynamic information from other laborato-
ries, have been tabulated by Freiser[5]. Reasonably
complete information from our laboratory for carbon
ligands to second row transition metal ions has also
been compiled and reviewed[6]. Recent progress has
involved extensions to third row transition metal ele-
ments and expansion of the set of ligands considered,
and evaluations of metal cluster–ligand bond energies.
These advances are highlighted in the present work.

In many of our studies, the schematic reaction (1)
is used to determine the thermochemistry of M+–L
bond energies.

M+ + RL → ML+ + R (1)

A simple example is formation of metal-methyl
cations from ethane (L= R = CH3). A slightly more
complex case is the generation of methyl-methylidene
cations (L = CH2) which can be formed from
methane (R= H2), cyclopropane (R= C2H4), or
ethylene oxide (R= CH2O). Thermochemistry for
neutral species can be determined in a related fashion
by examination of reaction (2).

M+ + RL → ML + R+ (2)

Here the species R is chosen to have a low ionization
energy (IE), such that reaction (2) competes effec-
tively with reaction (1). Examples include formation
of metal-hydrides from any number of hydride donors

[R = C(CH3)3, CH2NH2], metal-methyls from
neo-pentane [R= C(CH3)3], and metal oxides from
NO2 [L = O, R = NO]. Another very powerful type
of reaction that we have used to derive thermodynamic
data is collision-induced dissociation (CID), process
(3) where Rg is an inert collision gas. We usually use
Xe as Rg for reasons described elsewhere[7–9].

ML+ + Rg → M+ + L + Rg (3)

2. Experimental method

The guided ion beam mass spectrometers used in
our laboratories[8,10,11]incorporate an ion source, a
mass spectrometer used to select the ionic reactant, a
reaction zone, a second mass spectrometer to analyze
ionic products, and an ion detector. The key property
of the various ion sources we use is the ability to gen-
erate ions having a characterized internal energy dis-
tribution. In the reaction zone, ion–neutral collisions
occur over a well-defined path length at a pressure
sufficiently low that products are usually the result of
single collisions. The reaction zone also incorporates
an octopole ion beam guide[12,13] comprising eight
rods that symmetrically encircle the path of the ion
beam. Opposite phases of radio frequency (rf) electric
potentials are applied to alternate rods to create a po-
tential well in the radial direction, perpendicular to the
beam path. This potential well confines product ions
and scattered reactant ions until they drift from the re-
action region at which point they are accelerated, mass
analyzed with a quadrupole mass filter, and detected.
The use of an octopole field is preferred in such exper-
iments as it perturbs the kinetic energy distribution of
the ions less than the more common quadrupole field.
The trapping potential greatly enhances the sensitivity
of the experiment, permits routine examination of en-
ergies as low as thermal, and allows a straightforward
measurement of the distribution and absolute zero
of the ion kinetic energy. The detector is capable of
detecting individual ions with near 100% efficiency.
The raw experimental data, ion intensities as a func-
tion of ion kinetic energy, are converted to absolute
reaction cross-sections as a function of energy in the
center-of-mass frame as detailed previously[10].
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3. Data analysis

As noted above, thermochemistry for metal–ligand
bonds can be obtained from the thresholds,E0, for
endothermic reactions (1)–(3). For these processes,
the reaction thresholds are related to the desired bond
energies byEqs. (4)–(6), respectively.

D0(M
+–L) = D0(R–L) − E0(1) (4)

D0(M–L) = D0(R–L) + IE(R) − IE(M) − E0(2)

(5)

D0(M
+–L) = E0(3) (6)

Threshold energies are determined by detailed mod-
eling of the experimental cross-sections using a math-
ematical expression justified by theory[14,15] and
experiment[16–22], Eq. (7).

σ(E) = σ0

∑
gi

(E + Ei − E0)
n

E
(7)

Here, σ0 is a scaling factor,E the relative kinetic
energy, andn an adjustable parameter. The sum is
over the contributions of individual reactant states
(vibrational, rotational, and electronic), denoted byi,
with energiesEi and populationsgi (

∑
gi = 1). This

expression assumes that all of the energy of the re-
actants (internal and translational) is available to the
reaction and that the reaction efficiency and energy
dependence (as determined byσ0 andn, respectively)
do not vary with the statei, which can be inaccurate
for different electronic states.

Before comparison with the experimental data, the
model ofEq. (7) is convoluted over the explicit dis-
tributions of the kinetic energy of the neutral and ion
reactants, as described previously[10,23,24]. Theσ0,
n, andE0 parameters are then optimized by using a
least squares analysis to give the best reproduction
of the data. BecauseEq. (7) includes all sources of
energy for the reactants, the thresholds and bond en-
ergies obtained using these methods correspond to
0 K thermochemistry. Uncertainties inE0 reflect the
range of threshold values obtained for different data
sets with different values ofn and the error in the

absolute energy scale. In cases where the internal en-
ergy of the reactants is appreciable and the vibrational
frequencies are not well established, the uncertainty
also includes variations in the calculated internal en-
ergy distribution of the reactants,Ei. The accuracy
of the thermochemistry obtained by this modeling
procedure is dependent on a variety of experimental
parameters that have undergone extensive discussion
[1,4,21].

To obtain accurate thermochemistry usingEqs. (4)–
(6), it is assumed that the reactions have no barriers in
excess of the endothermicities of the reactions stud-
ied. In contrast to many condensed phase reactions,
the assumption of no reverse activation barriers is gen-
erally a reasonable one for gas-phase ion–molecule
reactions because of the strong long-range ion–neutral
interaction potential[25]. This is conclusively demon-
strated by the common observation that exothermic
ion–molecule reactions often proceed without an
activation energy[22]. This assumption has been ex-
plicitly tested by comparing our results to systems
where the thermochemistry is well established[17–21,
26–30], although good sensitivity may be required to
observe the true thermodynamic threshold in some
cases[26]. Spin or orbital angular momentum con-
servation restrictions can lead to exceptional behavior
[21,31] as can the presence of a tight-transition state
(TS) along the reaction coordinate[32–35]. For CID
reactions of organometallic complexes, quantum me-
chanics demonstrates that there should be no reverse
activation energies, a consequence of the heterolytic
bond cleavages involved[36], although dissociation
to an excited state asymptote can occur[37].

Another important issue to address in threshold
studies, particularly for CID processes, is to analyze
only reactions involving single collisions between
the ions and the neutral reactants. Multiple collisions
lead to an ill-defined energy available to the reac-
tion system. Rigorously single collision conditions
are not achievable experimentally, but data for such
conditions can be easily acquired by examining the
dependence of the reaction cross-sections on the neu-
tral reactant pressure and extrapolating the data to
zero neutral pressure[37,38].
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As the systems increase in size, the extraction of
accurate thermodynamic thresholds requires consid-
eration of the lifetime of the transient intermediates
formed during reaction. When this lifetime becomes
comparable to the time it takes ions to travel from
the reaction region to the detector (∼10−4 s), the
threshold for reaction is observed to shift to higher
energies, a “kinetic shift”. We account for this effect
by using RRKM (Rice–Ramsperger–Kassel–Marcus)
theory[39] to calculate a dissociation probability as a
function of the ion internal energy[40,41]. Character-
ization of the appropriate transition state becomes one
of the limitations in such studies[42,43], although we
have shown that a loose orbiting transition state (also
called the phase space limit) is appropriate for many
CID processes[41].

4. Bond energy bond order correlations

Metal–ligand (M+–L) bond energies for first, sec-
ond, and several third row transition metal cations
with H, CH3, CH2, CH, O, and S are given inTable 1.
Comparison of the latter two ligands has recently been
reviewed[44]. These bond energies are determined

Fig. 1. Bond energies (in kJ mol−1) for Ni+ (closed inverted triangles), Pd+ (closed circles), and Pt+ (closed triangles) covalently bound
to several ligands, L= CH3, H, O, C, CH2, and CH, vs. bond energies (in kJ mol−1) of L–L. Lines are a guide to the eye.

using reaction 1 with the most common reagents be-
ing RL = H2; C2H6 and CH4; CH4, c-C3H6, and
c-C2H4O; CH4; O2 and CO; and COS and CS2,
respectively. Trends in these bond energies can be
examined in several different ways.

One useful way of ascertaining the relative bond
order of the metal ligand bonds is to compare with
known organic and inorganic analogues, the L–L
bond energies[45]. Such a bond energy bond order
(BEBO) correlation plot is shown inFig. 1 for the
group 10 metals[4,46–51]. Clearly, for a specific
metal, M+–CH bonds are stronger than M+–CH2

bonds, which are stronger than M+–CH3 bonds. The
latter are comparable to M+–H bonds. This simply
reflects the triple, double, and single bond character
of these bonds as shown by how well the values track
with the analogous organic L–L bond energies.

In the case of the Pt+–CH bond energy, two val-
ues are shown inFig. 1. The lower value (listed in
Table 1) is the adiabatic bond energy, whereas the
higher value has been adjusted by the average energy
difference between the Pt+(2D,5d9) ground state and
the Pt+(4F,6s15d8) first excited state, 73 kJ mol−1

[52]. This reflects the fact that diabatic cleavage of the
Pt+–CH triple bond would form Pt+(4F) + CH(4�).
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Table 1
Covalent transition metal–ligand bond energies (0 K) in kJ mol−1a

M M+–H M+–CH3 M+–CH2 M+–CH M+–O M+–Sb

Sc 235(9) 233(10) 402(23) 689(6) 480(5)c

Ti 223(11) 214(3) 380(9) 478(5) 664(7) 457(7)c

V 198(6) 193(7) 325(6) 470(5) 564(15) 365(10)d

Cr 132(9) 110(4) 217(4) 294(29) 359(12) 259(16)e

Mn 199(14) 205(4) 286(9) 285(13) 243(23)e

Fe 204(6) 229(5) 341(4) 423(29)f 335(6) 297(4)g

Co 191(6) 203(4) 317(5) 420(37)f 314(5) 285(9)h

Ni 162(8) 187(6) 306(4) 264(5) 237(4)i

Cu 88(13) 111(7) 256(5) 130(12)j 200(14)i

Zn 228(13) 280(7) 161(5) 198(12)i

Y 256(8)k 236(5) 388(13) 699(17)m 530(8)
Zr 218(8)k 230(15)l 447(4)l 575(20)l 749(11)m 533(21)
Nb 220(7)k 199(11)n 428(9)n 581(19)n 688(11)m 532(10)
Mo 166(6)k 157(12)l 329(12)l 509(10)l 488(2)m 355(5)
Ru 156(5)o 160(6)p 344(5)p 502(12)p 368(5)q 288(6)
Rh 161(4)o 142(6)r 356(8)r 444(12)r 291(6)q 226(13)
Pd 200(4)o 181(10)s 285(5)s 141(11)q 197(6)
Ag 40(6)o 67(5)t >107(4)t 119(5)q 123(13)
La 239(9) 217(15) 401(7)
Lu 204(15) 176(20) >230(6)
Ta 219(5)u 196(3)l >454l 575(9)l

W 230(6)u 166(27)l 458(6)l 595(30)l

Pt 271(5)v 258(8)w 463(3)w 536(10)w 315(5)x

a Values are taken from[4] unless otherwise noted.
b Values are from[44] unless otherwise noted.
c [112].
d [113].
e [114].
f [115].
g [116].
h [117].
i [118].
j [119].
k [120].
l Preliminary values not yet thoroughly evaluated from work in progress.
m [121].
n [122].
o [48].
p [123].
q [47].
r [124].
s [46].
t [125].
u [126].
v [50].
w [49].
x [51].
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The CH(4�) state is also an excited state (the ground
state is2
) but the effects of this excitation energy
are already included in the HC≡CH bond energy.

The value of the Pt+–C bond energy is also in-
teresting. Clearly, this bond energy does not fit the
correlation with the C–C bond energy. This is simply
explained by noting that Pt+ has occupied 5d� or-
bitals that can donate into the empty 2p� orbital on
C. Thus, PtC+ has a covalent double bond augmented
by a two-electron dative bond, making it stronger than
Pt+–CH2. In that regard, it is closer to a triple bond,
consistent with the observation that D0(Pt+–C) ≈
D0(Pt+–CH). In contrast, the PtO+ bond energy is
much weaker than that for PtC+ and correlates nicely
with the O2 bond energy (Fig. 1). This is consistent
with the fact that both PtO+ (2
) and O2 (3�u

−)
molecules have electrons in�∗ antibonding orbitals
(3 and 2, respectively), weakening the�-bonds.

Clearly, the covalent bonds to the first and second
row metals are weaker than to the third row metal,
differences that can be understood qualitatively on
the basis of sd hybridization. sd hybridization is re-
quired to form multiple bonds (see above) and can
enhance single bond formation if the sizes of the s
and d orbitals are comparable. Energetically sd hy-
bridization for the group 10 metals requires mixing
metal ions in the2D ground state having a s0d9 con-
figuration with those in the4F excited state having
a s1d8 configuration. For Ni+, the 2D(4s03d9) →
4F(4s13d8) promotion energy is 105 kJ mol−1, but
here spin-orbit interactions are weak such that the
appropriate promotion energy to consider is probably
2D(4s03d9) → 2F(4s13d8), which is 162 kJ mol−1

[52]. For Pd+, such hybridization is inefficient be-
cause the2D(5s04d9) → 4F(5s14d8) promotion
energy is very high, 308 kJ mol−1. In the platinum
system, the2D(6s05d9) → 4F(6s15d8) promotion
energy is only 73 kJ mol−1, largely because of rela-
tivistic effects, which also help make the sizes of the
6s and 5d orbitals comparable[53,54], such that sd
hybridization is efficient and energetically accessible.

These promotion energies help explain why no
values for Ni+–CH and Pd+–CH have yet been mea-
sured. Here the promotion energy from the2D ground

states to the appropriate s1d8 excited state are 162 and
308 kJ mol−1 [52], respectively, such that the correla-
tion of Fig. 1predicts that these bond energies should
be roughly 250 and 100 kJ mol−1, respectively. Ap-
parently, these values are sufficiently weak that these
species have not been observed as yet in the reactions
of Ni+ and Pd+ with small alkanes. These promotion
energies also explain the trends in the metals oxides,
which at first glance appear anomalous given than
D0(Ni+–O) is substantially greater thanD0(Pd+–O).
However, if the bonding is viewed as that between
M+(s1d8) and O(2p4), then the bond energies corre-
late with the promotion energies noted above.

5. Periodic trends in metal–ligand
bond energies

Fig. 2 shows bond energies to OHx (x = 0–2) for
the first row transition metal cations[4,55,56]. The
double-humped trend observed is common to many
transition metal properties and is found for both co-
valently bound ligands (OH and O) and noncovalent
interactions (H2O). Note however that the dip in the
middle of the row changes for each ligand (i.e., it is
at Mn+ for H2O and O and at Cr+ for OH). These
variations are easily rationalized. Consider first the
formation of a single covalent bond between the metal
ion and OH, which requires decoupling the electron
on the metal used for bonding from the remaining
nonbonding metal electrons. Because of the stabil-
ity of the half-filled shell of ground state Cr+(6S,
4s03d5), the energetic costs of this decoupling are rel-
atively large and hence, the Cr+–OH bond energy is
a local minimum. For single covalent bonds to H and
CH3, this decoupling energy explains the variations
in the bond energies quantitatively, as has been shown
previously[4,57,58]. These correlations indicate that
there is considerable s character in these covalent sin-
gle bonds to the first row transition metal cations and
find an “intrinsic” metal–ligand single bond energy
(i.e., the bond energy expected for a metal prepared
to bond strongly to a hydrogen atom or methyl group)
of about 240 kJ mol−1 [4]. However, because the OH
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Fig. 2. Periodic trends in the bond energies (in kJ mol−1) of first row transition metal cations with O (open inverted triangles), OH (closed
triangles), and H2O (closed circles; multiplied by 3, open circles).

group has two lone pair electrons, it can also form
bonds with transition metals by�-backdonation to
the metal. Clearly, this is most effective when the 3d�

orbitals are empty, which occurs to the left side of Cr.
This explains why the Sc+, Ti+, and V+ bonds to OH
are much stronger than the later metals, on average by
120± 25 kJ mol−1 for each of two full dative bonds
[4]. This effectively forms a triple bond, consistent
with results from theory on ScOH+, which shows
that this species has a linear geometry[59]. For Mn+,
Fe+, and Co+, the enhancement associated with the
dative bonds is approximately half this amount be-
cause the 3d� orbitals are half-filled. The Ni+–OH
bond is particularly weak because it can only form
one such half-dative�-bond. The stability of the
Cu+(1S, 3d10) filled shell configuration makes cova-
lent bond formation with Cu+ energetically costly.
Apparently, the Cu+–OH bond is sufficiently weak
that it is difficult to measure.

For the metal-oxide cations, similar considerations
hold. The early metal ions bind very strongly because
the covalent double bond is augmented by a dative
bond resulting from O(2p) donation into empty M(3d)
orbitals. Here, the minimum bond energy occurs at
Mn+ because two electrons on the metal must be
decoupled from the nonbonding electrons in order to

make the covalent double bond with O. For the late
metals, there is no augmentation of the bond energy
from dative interactions, thus, the covalent M+–O
double bond is comparable to that for the covalent sin-
gle bond+ two half-dative bonds found for M+–OH
(Fig. 2).

Bond energies between M+ and water are also
shown inFig. 2 [56]. Here there can be no covalent
bonding character as the water ligand is closed shell,
hence the variations in the bond energies are not as
pronounced as for the covalently bound ligands. How-
ever, the bonding interaction is appreciable as a result
of strong electrostatic and dative bonding interactions.
If these bonds were purely electrostatic (i.e., involving
only ion–dipole and ion–induced dipole interactions),
then the variations in the bond energies across the
periodic table would be even less pronounced than
observed. The H2O bond to Mn+ is the weakest bond
because the7S(4s13d5) ground state has no empty or-
bitals to accept electron density. Similarly, the bond to
Fe+ is weak because it also has an occupied 4s orbital
in its 6D(4s13d6) ground state and Cr+ binds weakly
because of its stable half-filled 3d shell. Overall, the
bond energies observed here correspond to single da-
tive bonds that are somewhat weaker than a covalent
single bond. However, the bonds to the early metal
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ions are augmented by�-donation from the ligand to
the metal ion, for the same reasons discussed above.
This trend is apparent when the M+–OH2 bond en-
ergies are compared with other ligands that either do
not �-bond (such as NH3) or where the ligands are
�-acceptors (such as CO)[60].

6. Metal ion solvation: sequential dative
metal–ligand bonds

In addition to metal–ligand bonds where there is
only one ligand present, which now includes such
complicated ligands as pyridine[61], pyrimidine[62],
and adenine[63], guided ion beam methods have also
been used to examine the solvation of transition metal
cations by several ligands. These include all of the
first row transition metal ions with ligands such as wa-
ter [56], ammonia[60], and carbon monoxide[37,40,
64–69], along with larger hydrocarbons: ethene[70]
and benzene[71]. For selected metal ions, solvation
by N2 [66,72], NO [66,73], alkanes[74,75], formalde-
hyde [72], acetonitrile [76], acetone[77], dimethyl
ether[78], and dimethoxyethane[79] have also been

Fig. 3. Sequential bond energies (in kJ mol−1) for water bound to Ni+ (closed triangles), Cu+ (open circles), and Na+ (open inverted
triangles).

studied. The periodic variations in the first row transi-
tion metal carbonyl cations have been reviewed thor-
oughly [80] and trends in several of the other ligands
have also been collected and examined[4,6,60,81].
Rather than repeating these collections, this article
will illustrate some of the key considerations in under-
standing the trends observed for sequential ligation.

Fig. 3 shows the variations in dative bond energies
for water bound to Na+(1S, 3s0) [29], Ni+(2D, 4s0,
3d9), and Cu+(1S, 4s03d10) [56] metal ions. In com-
paring these systems, realize that Na+ and Cu+ have
very similar ionic radii (0.98 and 0.96 Å, respectively
[82]) and both have1S ground states, such that elec-
trostatic interactions of ligands with these metal ions
should be very similar. Although this expectation is
realized for the third and fourth ligands (x = 3 and
4), the first two ligands differ dramatically in their
bond energies to these two metal ions. Interestingly,
the trends in these bond energies can be explained
by returning to the concept of sd hybridization. The
trend in the sequential bond energies of Na+(H2O)x
are as expected for simple electrostatic bonds (i.e.,
they decrease monotonically), reflecting increas-
ing ligand–ligand repulsion and decreasing electron
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deficiency at the metal center as a consequence of the
electron donation from the ligands. For Cu+(H2O), the
empty 4s orbital and the doubly-occupied 3d� orbital
(which is aligned towards the ligand) hybridize with
one another to form a 4s+3d� hybrid with large lobes
along the Cu–O internuclear axis and a 4s−3d� hybrid
with large lobes directed perpendicular to the Cu–O
internuclear axis[83–85]. Two electrons are placed in
the 4s−3d� hybrid, leaving the 4s+3d� hybrid empty
and available to accept electron density from the wa-
ter ligand. Because electron density has been removed
from the metal–ligand axis, the ligand sees a higher
effective nuclear charge, leading to a stronger bonding
interaction. Because of the symmetry of the sd hybrids,
two ligands located on opposite sides of the metal ion
benefit from the hybridization, explaining why the
first and second bonds to Cu+ are strong. Indeed, the
second bond energy is stronger than the first because
the energetic cost of the hybridization is spread over
two bond energies rather than just one. However, the
third ligand is forced to interact with the electrons in
the 4s − 3d� hybrid, leading to a sharp decline in the
bond energies. In essence, the sd hybridization is no
longer advantageous and the bond energies forx = 3
and 4 return to values similar to Na+. Ni+(H2O)x
shows a similar bonding pattern to Cu+(H2O)x except
for the first ligand, which forms a stronger bond with
Ni+ because the 3d� orbital is only singly occupied.

Although the information is less extensive, sim-
ilar observations have been made for second and
third row metal ions. For example, Cu+(CO)x and
Ag+(CO)x complexes show similar patterns to that for
Cu+(H2O)x, but the bond energies to Ag+ are much
weaker (60% forx = 1 and 2 and 80% forx = 3 and 4
of the values for Cu+) [67]. This is partly because the
ionic radius of Ag+ is larger (1.13 Å[82]), but forx =
1 and 2, this is primarily a result of the different ener-
getic requirements for sd hybridization. Specifically,
this hybridization involves interaction of the1S(s0d10)
and1D(s1d9) states. The latter is 315 kJ mol−1 above
the ground state for Cu+ and 551 kJ mol−1 high for
Ag+. A similar comparison between the bond ener-
gies of Ni+(CO)x, which are similar to those shown
for Ni+(H2O)x, and Pt+(CO)x shows the latter are

stronger [69]. This is counterintuitive because the
promotion energy between the2D(s0d9) ground state
and 2F(s1d8) excited state is 162 kJ mol−1 for Ni+

and 204 kJ mol−1 for Pt+ [52] and the ionic radius of
Pt+ is larger than Ni+ as well[82]. This difference is
attributed to the relativistic effects and the lanthanide
contraction, which make the 6s and 5d orbitals sim-
ilar in size, allowing sd hybridization to be more
efficient. In addition, as spin is no longer a very good
quantum number for the third row metals, promotion
to the 4F(6s15d8) state at 73 kJ mol−1 is likely to be
the appropriate energy to consider for Pt+.

Although sequential bond energies of the late tran-
sition metals generally show the pattern exhibited in
Fig. 3, other metals show much more distinctive pat-
terns. Many of these have been discussed previously
[4,26,60,80,81], but an illustrative example is that of
Mn+, shown in Fig. 4. Note that the three ligands
shown all exhibit different patterns in the sequential
bond energies. Our explanation for these differences
can be understood by starting with the water com-
plexes and comparing to values shown for Mg+ [29],
Fig. 4. The Mg+(H2O)x bond energies decline mono-
tonically, indicating a largely electrostatic interaction,
although this pattern hides the fact that Mg+ (2S, 3s1)
utilizes sp hybridization to increase the strength of the
bonding[86–88]. This is most evident in the geometry
of the bis-ligated complexes[86,88], where the angle
between ligands is much smaller than 180◦ because
the ligands are repelled by the hybridized valence
electron. Mn+ (7S, 4s13d5) has a similar valence elec-
tron configuration as Mg+, thus the first two bonds
to water are quite similar in energy (and calculations
indicate that Mn+(H2O)2 also has a bent geometry
[83,84]). For M+(H2O)3, however, clearly something
different happens for the two metals. The way to ra-
tionalize an increase in bonding is to move an electron
from an antibonding orbital to a bonding or nonbond-
ing orbital upon addition of another ligand. This is not
possible for Mg+, but for Mn+, the repulsive interac-
tions between the occupied 4s orbital and the ligands
is removed in the Mn+(H2O)3 complex by promot-
ing the ion to the5D(4s03d6) state, which requires
174 kJ mol−1 [52]. Fewer ligands do not impose a
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Fig. 4. Sequential bond energies (in kJ mol−1) for water bound to Mg+ (closed circles) and Mn+ (open circles), ammonia bound to Mn+
(open inverted triangles), and carbon monoxide bound to Mn+ (open triangles).

strong enough ligand field to make the promotion and
spin change energetically favorable. In contrast, the
analogous increase in bond energies occurs after only
two ammonia ligands, consistent with the stronger
bonds formed by this ligand. The third and fourth am-
monia ligands bind much more weakly because the sd
hybridization effective for interaction with Mn+(5D)
is lost for more than two ligands, as argued above
for Cu+. The carbonyl bond energies exhibit an even
more distinct trend. Again the Mn+(CO) bond energy
is weak because of the repulsive interaction between
the ligand and the occupied 4s orbital, however, unlike
the polar water and ammonia molecules, CO cannot
induce sp hybridization to strengthen this first bond.
However, the ligand is a strong field ligand such that
two COs are sufficient to induce the spin change to
the quintet state[89], thereby increasing the bond
energy for the second ligand. As additional ligands
are added, the spin eventually changes to a singlet for
Mn+(CO)6, an octahedral 18-electron complex[90].
Although the numbers of CO ligands required to in-
duce the changes to triplet and then singlet states are
not definitively known, these spin changes can explain
the increase in bond energy observed for the more
saturated complexes because in each case, electrons

are moved from increasingly antibonding orbitals to
nonbonding orbitals.

7. Metal cluster ligand bond energies

In addition to the bond energies of various ligands
bound to single metal centers, the techniques eluci-
dated above are applicable to the thermochemistry of
metal cluster–ligand bonds. Thus, in reactions (1)–(3),
the reactant M+ is replaced with Mm

+. We have deter-
mined metal–metal bonds of such metal clusters using
CID methods[4,91,92], and more recently measured
the bond energies of various ligands to metal cluster
cations[93,94]. These ligands include deuterium and
oxygen atoms bound to vanadium[95,96], chromium
[97–99], iron [100–102], and nickel [103] cluster
cations. For iron clusters, we have also measured the
binding energy of CDx ligands wherex = 1–3 [104].
Guided ion beam methods have also been used to
quantitatively study the binding of carbonyls to metal
cluster anions[105].

Values for all ligands measured with iron cluster
cations are shown inFig. 5. Several interesting trends
are readily observed. There are substantial fluctuations
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Fig. 5. Bond energies (in kJ mol−1) for several ligands bound to iron clusters as a function of cluster size. Values shown for binding O and
D to bulk iron surfaces are taken from[106–111]. Ligands include oxygen atoms (open circles), carbon atoms (closed circles), CD (open
triangles), CD2 (closed squares), iron atoms (open inverted triangles), CD3 (open diamonds), and deuterium atoms (closed diamonds).

in the bond energies for small cluster sizes, consistent
with strong variations in electronic and geometric
structures. For larger clusters, the bond energies for
each ligand reach values that do not change apprecia-
bly with cluster size. This asymptotic behavior occurs
for clusters larger than about 10 atoms for most lig-
ands, although the most strongly bound ligands can
reach nearly constant cluster–ligand bond energies for
much smaller clusters (down to about three atoms). In
the two cases where values are available for binding
to the bulk phase, (L= D and O[106–111]), the bond
energies for large clusters are comparable to the bulk
phase values. This suggests that chemical bonding
is largely a local phenomenon and that modest sized
clusters have enough electronic “flexibility” to form
strong bonds with the ligands. This limit is reached at
smaller cluster sizes for ligands that bind very strongly
because they are able to disrupt the metal–metal
bonding to their advantage. Finally, it is clear that the
relative bond energies track nicely for species that
form one (D and CD3), two (CD2), and three (CD)
bonds to the metal clusters. These comparisons also
suggest that surface oxides and carbides form three

bonds to the surface, indicating that the two covalent
bonds that these atoms can form are augmented by
dative interactions, just as they were for single metal
systems as discussed above. Note that because there
is no literature information available for ligands that
are molecular fragments (CDx), the cluster ligand
bond energies measured here provide some of the first
experimental data available for such surface species.
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